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Introduction: The quality and readability of online health information are sometimes sub-

optimal, reducing their usefulness to patients. Manual evaluation of online medical in-

formation is time-consuming and error-prone. This study automates content analysis and

readability improvement of private-practice plastic surgery webpages using ChatGPT.

Methods: The first 70 Google search results of “breast implant size factors” and “breast implant

size decision” were screened. ChatGPT 3.5 and 4.0 were utilized with two prompts (1: general, 2:

specific) to automate content analysis and rewrite webpages with improved readability.

ChatGPT content analysis outputs were classified as hallucination (false positive), accurate

(true positive or true negative), or omission (false negative) using human-rated scores as a

benchmark. Six readabilitymetric scores of original and revised webpage texts were compared.

Results: Seventy-five webpages were included. Significant improvements were achieved from

baseline in six readability metric scores using a specific-instruction prompt with ChatGPT 3.5

(all P � 0.05). No further improvements in readability scores were achieved with ChatGPT 4.0.

Rates of hallucination, accuracy, and omission in ChatGPT content scoring varied widely

between decision-making factors. Compared to ChatGPT 3.5, average accuracy rates

increased while omission rates decreased with ChatGPT 4.0 content analysis output.

Conclusions: ChatGPT offers an innovative approach to enhancing the quality of online

medical information and expanding the capabilities of plastic surgery research and prac-

tice. Automation of content analysis is limited by ChatGPT 3.5’s high omission rates and

ChatGPT 4.0’s high hallucination rates. Our results also underscore the importance of

iterative prompt design to optimize ChatGPT performance in research tasks.
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Introduction measurements, patient decision support devices, procedural
Variable quality and readability of onlinemedical information

related to esthetic and reconstructive procedures limits their

usefulness to plastic surgery patients.1-5 This difference cre-

ates a barrier to patients’ access of high-quality information,

which directly affects their quality of care. In fact, online

medical information is a key element of patient planning,

utilized by 95% of esthetic surgery patients before in-office

consultations.6 Despite the growing prevalence of plastic

surgery content on social media platforms, practice websites

remain a popular and heavily utilized information source for

patients.7-9 The expansion of online health information and

ongoing struggles for quality control and accuracy require

refined and efficient analytic tools. To improve patient access

to quality information, numerous studies have conducted

content and readability analyses of online health content

regarding plastic and reconstructive surgery.1-3,10-12 However,

traditional methods for evaluating online posts are time-

consuming and prone to human error, as each item must be

individually reviewed then manually scored.13-15 Automating

this process would greatly expedite improvement of online

patient information.

In November 2022, OpenAI launched ChatGPT 3.5, a so-

phisticated language learning model.16 ChatGPT 3.5,

commonly shortened to ChatGPT, is a free online chatbot that

generates human-like responses to text input using the

generative pretrained transformer (GPT) model. Most studies

in literature that reference the application of ChatGPT in pa-

tient surgical education involve its use in generation of

informative medical content.17-26 However, there is also great

potential for ChatGPT to be used to optimize and evaluate

patient resources. Recently, a proof-of-concept study suc-

cessfully used ChatGPT to improve the readability of scientific

journal articles, although it was unable to reach the recom-

mended sixth-grade reading level for online health informa-

tion.27 The chatbot has also been used to analyze and

categorize tweets with #plasticsurgery.28 While ChatGPT 3.5

has demonstrated great promise in these research tasks, the

updated model, ChatGPT 4.0, was released in March 2023 and

requires a paid subscription. ChatGPT 4.0 is useful for more

complex instructions and tasks and its performance is more

reliable than ChatGPT 3.5.29 Specifically, when given in-

structions or tasks, its performance is more accurate and less

affected by omissions or hallucinations. While omission rep-

resents performance marked by an absence or failure to meet

requests, hallucination represents performance that contains

false information or erroneous reasoning.29

Our goal was to determine if ChatGPT is an appropriate

analytic tool to improve readability and automate content

analysis of online health information. We manually

completed content and readability analyses of 75 private

practice plastic surgery webpages that detail decision-making

factors for breast implant size selection. We utilized 12

established decision-making factors of breast implant size

selection, including surgeon input, lifestyle, complications

and adverse outcomes, fertility and aging, consultation with

loved ones, conception of breast size, esthetic goals and mo-

tivations, breast asymmetry, body and tissue-based
considerations, and other implant features.10 We utilized

ChatGPT 3.5 and 4.0 with general prompt instruction (Prompt

1) and specific prompt instruction (Prompt 2) to perform these

tasks. Using manual scores as a benchmark, we evaluated the

performance of ChatGPT and instruction prompts.
Methods

Webpage identification

Weutilized a previously publishedmethodology for systematic

collection of plastic surgery private practice webpages.10 The

terms “breast implant size factors” and “breast implant size

decision” were searched using Google search engine in June

2023. To depersonalize search results, Startpage.com was uti-

lized to send anonymous, depersonalized searches to Google’s

search engine that are not shaped by user settings, location, IP

address, search history, or cookies.30 The first 60 results from

each search termwere reviewed for inclusion. Duplicate results

were removed. Inclusion criteria were United States plastic

surgery practice webpages related to patient counseling spe-

cifically on breast implant size selection. Exclusion criteria

were (1) advertisements, (2) webpages unrelated to breast

implant size selection, (3) webpages belonging to practices

outside of the United States, and (4) nonpractice webpages,

such as informational sites, companies, academic institutions,

or plastic surgery organizations.

Manual content analysis of webpage texts

Webpage texts were extracted and analyzed independently for

stated decision-making factors of breast implant size selection

by two authors (J.E.F. and M.J.E.). Decision-making factors were

recorded as present or absent. Coding and identification of

factors was completed to establish decision-making categories.

Discrepancies between authors’ coding were resolved by

shared analysis and discussion with a third author (D.L.).

Decision-making factors were tabulated by webpage for

descriptive statistical analysis and used as reference scores for

comparison with ChatGPT automated analyses.

ChatGPT-automated improvement of webpage text
readability

To obtain baseline readability scores, webpage texts were

batch imported into Readability Professional Studio soft-

ware.31 Six validated readability scales were utilized:

FlescheKincaid, Flesch reading ease, Fry, Gunning fog, Raygor

estimate, and Simple Measure of Gobbledygook (SMOG)

(Table 1). We then utilized ChatGPT3.5 and ChatGPT4.0 with

two instructions prompts to automate improvement of web-

page readability by revising webpage transcripts.32 Prompt 1

provided general instruction to rewrite webpage texts without

altering the transcript structure. Prompt two provided greater

specificity of instruction, listed established readabilitymetrics

for reference, and provided more examples of how to achieve

improved readability scores (Supplementary Digital Content

http://Startpage.com
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Table 1 e Six readability measures utilized to assess
plastic surgery webpage readability.

Readability
measure

Scale Text metrics utilized by
readability metric

FlescheKincaid Grade

level

� Sentence length

� Number of syllables

Flesch reading ease Score

range

(0-100)

� Sentence length

� Number of syllables

Fry Grade

level

� Sentence length

� Number of syllables

Gunning fog Grade

level

� Sentence length

� Percentage of difficult

words

Raygor estimate Grade

level

� Sentence length

� Word length

SMOG Grade

level

� Sentence length

� Word complexity

(polysyllables)

Readability measure scales and text metrics utilized for score

calculation are described.
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1). For each webpage, four inquiries were sent to ChatGPT to

generate improved transcripts: ChatGPT3.5 with Prompt 1,

ChatGPT 3.5 with Prompt 2, ChatGPT4.0 with Prompt 1, and

ChatGPT4.0 with Prompt 2 (Fig. 1). Eight webpages were

randomly selected as a validation dataset. ChatGPT-generated

transcripts of these eight webpages were analyzed indepen-

dently by two authors (J.E.F. and M.J.E.) to compare stated

decision-making factors of breast implant size selection with

those present in the original webpage to measure if ChatGPT

altered webpage content.

ChatGPT-automated content analysis of webpage texts

We utilized ChatGPT3.5 and ChatGPT4.0 with two different in-

structions prompts to automate content analysis of decision-

making factors of breast implant size selection reported in

webpage texts. Prompt 1 provided general instructions for how

to analyze webpage content and listed limited examples of each

decision-making factors. Prompt two provided greater specificity

for how to analyze webpage content andmore examples of each

factor (Supplementary Digital Content 2). For eachwebpage, four

inquiries were sent to ChatGPT for content analysis: ChatGPT3.5

with Prompt 1, ChatGPT 3.5 with Prompt 2, ChatGPT4.0 with

Prompt 1, and ChatGPT4.0with Prompt 2 (Fig. 1). ChatGPT output

was analyzed after each inquiry and decision-making factors

were recorded as present or absent. Using the results of manual

content analysis as a reference, we assigned the following three

values to ChatGPT output: hallucination (decision-making factor

absent in manual analysis, present in ChatGPT analysis), accu-

rate (decision-making factor present in manual analysis and

ChatGPT analysis), or omission (decision-making factor present

in manual analysis, absent in ChatGPT analysis).

Statistical analysis

SPSS (IBM Corp., Armonk, NY, Version 28.0) was used to

conduct all statistical analyses. A value of P < 0.05 was
considered statistically significant. Univariate analysis was

performed using Chi-square tests for categorical variables.

One-way analysis of variance tests were utilized to determine if

there was a significant difference between the quality of

ranking (hallucination, accuracy, and omission) and the four

prompts (ChatGPT 3.5with Prompt 1 and Prompt 2; ChatGPT 4.0

with Prompt 1 and Prompt 2). The comparison between groups

was performed for each of the 12 decision-making factors.

Friedman’s two-way analysis of variance by ranks was utilized

to compare baseline readability scores and ChatGPT-generated

transcript readability scored matched by each webpage.
Results

A total of 75 unique US private-practice plastic surgery web-

pages representing 73 US private practices related to breast

implant size selection met the inclusion criteria. Private

practices were located in 23 US states, with California, Texas,

New York, Florida, and Virginia representing approximately

half (52%, 38/73) of included practices (Fig. 2).

Readability

Averagewebpage readability scores of original webpageswere

obtained for FlescheKincaid (9.3 grade level), Flesch Reading

Ease (60.5/100), Fry (9.7 grade level), Gunning Fog (11.1 grade

level), Raygor Estimate (10.7 grade level), and SMOG (11.6 grade

level) readability scales (Table 1). Webpage texts rewritten

with ChatGPT 3.5 and Prompt 1 did not have significant

changes in average readability scores frombaseline, excluding

SMOG scale which scored 10.7 (P < 0.05). Webpage texts

generated with ChatGPT 3.5 and Prompt two were signifi-

cantly improved from baseline in average readability scores

for all six scales (Flesch Reading Ease P< 0.05, FlescheKincaid,

Fry, Gunning Fog, Raygor Estimate, and SMOG P < 0.001).

Webpage texts generated with ChatGPT 4.0 and both Prompt 1

and Prompt two were significantly improved from baseline in

average readability scores for all six scales (P < 0.001) (Fig. 3).

There were no differences in reported decision-making fac-

tors between original webpage texts and the four ChatGPT-

rewritten texts for the eight webpages randomized to the

validation dataset.

Content analysis

Significant variations in content scoring performance were

observed for nine of 12 decision-making factors, including

surgeon input, lifestyle, complications and adverse outcomes,

conception of breast size, esthetic goals and motivations,

correction of breast asymmetry, body and tissue-based mea-

surements, patient decision support devices, and other

implant features (P < 0.05). No significant differences in con-

tent scoring performance were observed for the remaining

three patient decision-making factors, including fertility and

aging, consultation with loved ones, and procedural consid-

erations (Fig. 4).

Omission rates, accuracy rates, and hallucination rates

varied between evaluators (Fig. 4). Average rates of omission

in content scoring were lower with ChatGPT 4.0 compared to

https://doi.org/10.1016/j.jss.2024.04.006
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Fig. 1 e A flowchart of the study design utilizing ChatGPT 3.5 and ChatGPT 4.0 with general and specific instructions

prompts to automate readability improvement and content analysis scoring of plastic surgery webpages.
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ChatGPT 3.5, and decreased in scoring all decision-making

factors, excluding esthetic goals and motivations. Average

rates of accurate content scoring were higher with ChatGPT

4.0 compared to ChatGPT 3.5, and increased in scoring of six

decision-making factors, including surgeon input, lifestyle,

complications and adverse outcomes, fertility and aging, body

and tissue-based measurements, and patient decision sup-

port devices. Average rates of hallucination in content scoring

were comparable between all four models, and rates varied in

scoring of individual patient decision-making factors (Fig. 4).
Discussion

The present study utilized ChatGPT to automate improvement

of plastic surgery webpage readability and health information

content analysis. We demonstrate that significant
Fig. 2 e A map of the United States displaying the distribution by

by the 75 included webpages.
improvements in readability can be achieved with ChatGPT

and that performance of ChatGPT 3.5 is comparable to

ChatGPT 4.0 when utilized with a well-designed instruction

prompt. Additionally, health information content analysis

scoring was variable between ChatGPT raters. However,

ChatGPT 4.0 demonstrated lower omission rates and higher

accuracy rates than ChatGPT 3.5. Our findings demonstrate

the utility of ChatGPT in automating important elements of

plastic surgery research and clinical practice.

Suboptimal readability of online health information for

plastic surgery patients is an ongoing challenge.1-5,10-13 Prior

recommendations for improving readability have focused on

concrete guidelines to writing, including the use of simple

words, short sentences, and various grammar/writing webt-

ools.1-5,10,12 In the present study, we automate this process to

achieve improved readability more efficiently. It is notable

that no significant improvements in readability were achieved
US state of 73 plastic surgery private practices represented

https://doi.org/10.1016/j.jss.2024.04.006
https://doi.org/10.1016/j.jss.2024.04.006
https://doi.org/10.1016/j.jss.2024.04.006


Fig. 3 e Average readability scores of original webpages and ChatGPT rewritten webpages using six different readability

measures. The lowest readability scores were achieved with ChatGPT4.0 and a specific instructions prompt (circled), but

scores were not significantly different from ChatGPT 3.5 with a specific instructions prompt or ChatGPT 4.0 with a general

instructions prompt.
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beyond ChatGPT 3.5 with a detailed instruction prompt. Our

findings demonstrate that well-designed instruction prompts

enable the baseline model to achieve the same results as the

subscription model for readability improvement. This re-

flected that ChatGPT performance in research tasks can be

optimized with iterative prompt design. We improved upon

the general prompt by providing specific guidelines for

rewriting webpage texts. These included references to read-

ability measures, specific instructions for writing style

(shortening sentences and simplifying words), and a goal

readability level. Importantly, we specified that the rewritten

text shouldmaintain the original meaning and information to

constrain the writing style. We utilized a validation dataset of

eight webpages to confirm that ChatGPT-generated texts

could improve readability without altering decision-making

factors reported in the original webpages. Iteration of in-

struction prompts with language models such as ChatGPT for

rewriting health online information offers several key ad-

vantages. These advantages include quickly improving the

readability of one or more text samples with a single prompt

(efficiency), generating content that consistently incorporates

all stated guidelines (standardization), and enabling clinicians

and health experts to write in their original style (feasibility).

While we demonstrated that text rewritten by ChatGPT to

improve readability did not alter the medical information

present in original webpage texts, creation and dissemination

of medical misinformation by machine learning programs

remains an unresolved concern with real potential for patient

harm. Constraining machine learning performance with well-

designed instructions prompts andmandating close review of

information generated by machine learning programs are

both necessary to ensure the safety of tools such as ChatGPT
in research and clinical practice. Interestingly, clinicians can

be further supported in this task through a strategy known as

weak-to-strong generalization, in which simple machine

learning programs are used to supervise the performance of

larger, sophisticated machine learning programs.33 Creating

several checkpoints for medical information quality assur-

ance can ensure that machine learning tools do not compro-

mise patient education and decision-making.

We also employed ChatGPT to automate an analysis of

health information contained in plastic surgery webpages.

ChatGPT has previously been evaluated for identification of

keywords in published medical research which prompted us

to analyze its role in qualitative content scoring by use of

multiple keywords and phrases.34 Notably, the average rate of

omission in content scoring decreased and the average rate of

accurate content scoring increased with ChatGPT 4.0

compared to ChatGPT 3.5. In contrast, the average rate of

hallucination in content scoring was stable between all four

evaluators. The improved performance that we observed with

ChatGPT 4.0 compared to ChatGPT 3.5 in content analysis, but

not readability analysis, reflects that qualitative text scoring is

a more subjective, analytical task than rewriting text with

clear guidelines. For this reason, complex tasks in research

and clinical practice are better suited to advanced language

models or still outside the scope of their capabilities.

The capacity formedical misinformation and patient harm

due to unacceptable levels of omission and hallucination by

machine learning programs highlight the need for clinician

oversight and continual improvement. The variable perfor-

mance of content scoring for individual patient decision-

making factors that we observed may reflect that some qual-

itative features of text are more identifiable by keywords,

https://doi.org/10.1016/j.jss.2024.04.006
https://doi.org/10.1016/j.jss.2024.04.006


Fig. 4 e Content analysis scoring performance of ChatGPT measured by rates of omission, accuracy, and hallucination for

detection of 12 different patient decision-making factors of breast implant size selection. Scoring performance was

significantly different for nine factors.
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phrases, and examples than others. We observed that some

decision-making factors appeared more susceptible to omis-

sion or hallucination by ChatGPT-automated content analysis.
This may be due to not only differences in text semantics of

each decision-making factor, but also to how decision-making

factors were represented or framed by our instructions

https://doi.org/10.1016/j.jss.2024.04.006
https://doi.org/10.1016/j.jss.2024.04.006
https://doi.org/10.1016/j.jss.2024.04.006
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prompts. For this reason, we likely could have targeted these

decision-making factors to ensure higher rates of accuracy in

content scoring with continued interactions of instructions

prompts. We performed one round of iteration in prompt

design by expanding the number of text examples and key-

words for decision-making factors. However, other strategies

such as providing negative examples and keywords, typical

locations of decision-making factors in the text, and refine-

ment of existing examples may have achieved improved ac-

curacy in content scoring.

Continued research validating the use of language learning

models in research and clinical tasks will likely provide more

strategies for improving performance for analytic tasks in

research and clinical practice. As the capabilities of ChatGPT

and other language learning models continue to expand, the

scope and performance of thesemodelswill improve butmust

be continuously evaluated.35 In recent time, OpenAI has

introduced capabilities of “voice and vision” to ChatGPT that

will further expand its potential in medical research and

clinical practice.36 These capabilities enable the use of

ChatGPT to evaluate audio, image, and video samples.

Importantly, video and reel-based content have becomemajor

sources of online medical information coupled to the rise of

social media platforms such as YouTube, Instagram, and

TikTok.6-8,11 Future use of ChatGPT for evaluating patient re-

sources in surgery should also include analysis of medical

information from formal sources such as academic in-

stitutions and professional societies. Additionally, ChatGPT

may prove useful in other forms of text-analyses, including

the identification ofmedical information that is incomplete or

inaccurate. These functions would empower both clinicians

and patients to identify resources with an acceptable level of

quality and accuracy.

Though we demonstrate the use of ChatGPT to accomplish

two tasks relevant to plastic surgery research and clinical

practice, this study is not without limitations. First, our eval-

uation of ChatGPT performance is limited to 75 webpage

samples. A larger sample size or sample size of different on-

line health information sources may change its performance

in these tasks. Our analysis was limited to private practice

webpages and did not include webpages authored by aca-

demic institutions or surgical societies. Additionally, we uti-

lized a previously described set of patient decision-making

factors for breast implant size selection. Use of a validated set

of factors to guide content analysis enabled us to includemore

keywords, phrases, and examples into instruction prompts

that could have inflated ChatGPT performance. Finally, in our

evaluation of readability improvement and content analysis,

we only performed one round of instruction prompt iteration

and may have achieved improved, consistent performance

with further attempts to improve prompts.

Conclusions

Continuous evaluation and improvement of online health

information remains an important task for supporting patient

education and shared decision making in plastic surgery. By

utilizing ChatGPT to improve plastic surgery practice website

readability and automate content analysis, we demonstrate a

model for possible use of this technology to improve plastic
surgery patient resources. Suboptimal performance in content

analysis compared to readability improvement suggests that

this emergent technology must be further refined to accom-

plish complex, analytic tasks for plastic surgeons. Still, its

future capabilities continue to expand as ChatGPT assimilates

additional functions. Continued studies of artificial intelli-

gence and machine learning in plastic surgery will identify a

growing number of roles to augment research and clinical

practice.
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